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Building UniGPT: A Customizable 
On-Premise LLM-Solution for Universities 

Jonathan Radas



Why deploy an on-premise large language model (LLM)?

• More control over the models

• Less dependency on OpenAI

• Privacy and copyright concerns with OpenAI

• Starting point for further research



Live Demo



Architecture

Frontend Model using Pytorch

Metrics

Webserver, Model & Weights Loading, Pipeline

MongoDB

Internet

User

Text Generation Inference

Prometheus

OpenAI-API

Chat UI

https://huggingface.github.io/text-generation-inference/#/


“The Backend” – Text Generation Inference (TGI)



Soft and Hardware Stack

• 8 Nvidia A40 with 48 GB of memory

• 2 GPUs for each model on production and 1 GPU for development

• Multiple GPUs mainly for availability not throughput

• Running on a Kubernetes cluster based on OpenStack

Physical Nodes (8xA40)

VMs (Openstack)

UniKube (Kubernetes)

UniGPT

UniCloud



Models

Model Creator
Size in 
Parameters

License Deployed

Llama Meta AI 7-80B (400B) Own License Yes

Mixtral Mistral AI 8x7B Apache Yes

Falcon TII 140B Modified Apache No

Gemma 2 Google 9-27B Own License No (but planned)

GPT-3/4/4o OpenAI Unknown Proprietary Yes (through API)



The Frontend

• ChatUI by Hugging Face

• text-generation-webui by oobabooga

• LobeChat by LobeHub

• LM Studio by Element Labs



Organisational Challenges

• Maintaining and updating the models and infrastructure

• New models arrive fast (very fast). Most models in their OpenLLM Leaderboard are less than 1 month old

• New features arrive fast. Multimodality and function calling support arrived this year

• Terms of Use/Privacy

• People may criticize the model and the university because of toxic answers

• Initial experiments show less safety in German than English



Usage of Local and OpenAI Models

• 3000 Users in the first month

• Since May 5822 User (~12% of the 

university)

• 2431 employees (~40%)

• Up 40M Token and 55k requests per 

day



RAG – Retrieval Augmented Generation

RAG is tested currently tested in two use 

cases at our university:

- IT-support chat bot

- course catalogue



What we learned so far

• Quality of open source LLMs is catching up and in some areas even overtaking commercial LLMs 

- 50% of the users preferred Llama 3.1 Nemotron answers over OpenAIs latest flagship gpt-4o1

• Privacy concerns are more important than initially expected

• Resistance and complaints among the students and professors are lower than initially thought

• The use of the API is significantly more in demand

→We started offering an API with LiteLLM proxy

1Wei-Lin Chiang, Lianmin Zheng, Ying Sheng, Anastasios Nikolas Angelopoulos, Tianle Li, Dacheng Li, Hao Zhang, Banghua Zhu, Michael Jordan, Joseph E. Gonzalez, & 
Ion Stoica. (2024). Chatbot Arena: An Open Platform for Evaluating LLMs by Human Preference.



Next steps (in increasing complexity)

• Enable tool access and multimodality

• Deploy Llama-3.2-90B, once the A100 are installed

• First demo of text-to-image based on flux in testing

• Hyperparameter Tuning 

• mainly sampling, e.g. temperature, top-k

• Finetune our own model, finetune heads
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Thank You

Jonathan Radas
jonathan.radas@uni-muenster.de
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